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ABSTRACT
Our work addresses the challenges of implementing
QFL over distributed quantum networks by opera-
tionalizing data-encoding-driven QFL on IBM’s quan-
tum cloud platforms. Demonstrated with genomic
datasets, our method accelerates QFL adoption, en-
abling efficient, privacy-preserving training while
showcasing its transformative potential in quantum
computing and advancing Deakin’s leadership in this
field. We invite collaboration and funding to further
develop and scale our QFL methodology.a

acontact: shiva.pokhrel@deakin.edu.au.

THREE IDEAS
1. Advance decentralized quantum model training
with data privacy, addressing key challenges in cloud-
based quantum platforms through innovative data-
encoding-driven QFL
2. Investigate QML techniques for genomic sequence
classification; explore feature maps to encode classic
data to quantum data
3. Personalised QFL: pQFL framework design, theo-
retical analysis and experiments

GENOMIC DATA ANALYSIS
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KEY OUTCOMES AND ACHIEVEMENTS
• A scalable, privacy-preserving QFL framework with innovative data encoding and aggregation methods.

• Demonstrated QFL’s efficiency in genomic sequence classification using amplitude encoding.

• Proposed and validated a personalized QFL (pQFL) framework for tailored model training.

• Operationalized QFL on IBM’s cloud quantum platforms, showcasing scalability and accessibility.
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Figure 1: Local learning in the proposed QFL: consisting
of several key components. The feature map ingests input
data and encodes them into a quantum state. Following
this, the Ansatz comes into play as a parameterized quan-
tum circuit, its parameters being iteratively fed by the Opti-
mizer–optimization objective function is driven by the out-
comes from the Sampler.

Figure 2: Local learning in the proposed QFL: consisting
of several key components. The feature map ingests input
data and encodes them into a quantum state. Following
this, the Ansatz comes into play as a parameterized quan-
tum circuit, its parameters being iteratively fed by the Opti-
mizer–optimization objective function is driven by the out-
comes from the Sampler.


