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Abstract: 
Quantum machine learning has gathered significant attention driven by the expectation that 
quantum systems may contribute to higher learning performance using fewer physical resources. 
Quantum Extreme Reservoir Computation (QERC) [1] for instance achieved a testing accuracy 
rate of 97.1% with only 11 qubits on the MNIST image classification task and outperformed its 
classical counterpart with the same number of tuning parameters. However, even with such a 
high testing accuracy rate, we do not know whether the machine learning prediction for unseen 
data is actually correct. It could be problematic when one embeds a quantum machine learning 
technique in a decision-making system. How much can we trust the predictions from quantum 
machine learning? 
 
In classical machine learning, the reliability of neural networks has been extensively explored [2, 
3] including Evidential Deep Learning (EDL) [4] based on Subjective Logic [5]. EDL outputs class 
predictions and the associated uncertainty in classification tasks. It allows us to decide whether 
the prediction is trustable or not based on its corresponding uncertainty. The proposed training 
scheme results in a robust neural network to unseen data outside the training data.  
 
In our work, we comprehensively investigated the learning behavior of QERC equipped with this 
uncertainty estimation method. In classification tasks, we compare the QERC with uncertainty 
estimation and a classical counterpart for different numbers of classes and features. It is shown 
that with a fixed number of training parameters, the uncertainty estimation method preferers 
the quantum feature map in QERC to the one in its classical counterpart in terms of the training 
stability and the overall performance. We have confirmed the improvement in out-of-distribution 
detection tasks [6] using the quantum feature map. These results show considerable potential 
for quantum machine learning to be more reliable with fewer tuning parameters than their 
classical counterparts. 
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