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Abstract

Feature selection is a pivotal step in enhancing the accuracy and effi-
ciency of machine learning models. This study explores the use of quan-
tum annealing [1] to address the challenge of selecting features that max-
imize mutual information (MI) [2] and conditional mutual information
(CMI). Traditional methods for calculating the optimal feature set for
maximum MI are computationally prohibitive for large datasets, even
with approximation techniques. We used mutual information quadratic
unconstrained binary optimization (MIQUBO) formulation to efficiently
solve on a D-Wave quantum computer.

Our research demonstrates the effectiveness of the MIQUBO approach
in identifying the optimal feature combinations that maximize MI. To
validate its real-world applicability, we applied MIQUBO to the task of
forecasting the price of used excavators. The results show a significant
improvement in the predictive performance of machine learning models,
achieved by focusing on a smaller subset of features with high MI con-
centration. This study highlights the potential of quantum annealing in
solving complex feature selection problems, paving the way for more ac-
curate and efficient machine learning models in various applications.
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